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ABSTRACT 
Machine vision is a computer vision system that enables a computer to work on image-

based inspection and analysis for different applications. In this computer vision, a 

camera and sensor were used to view an image for its analysis with the help of some 

sort of algorithms, then processed to infer the image-based data. Machine vision 

systems along with Python programs can be used for many interdisciplinary 

applications like weld inspection, online monitoring in manufacturing auto 

components etc. In this study, the “Edge detection python algorithm” was developed 

and run through “Google Colab” notebook to inspect the edges and the boundaries 

of samples like faying surface-modified friction welded dissimilar joints and a binder 

clip (paper clamp) to check any defects or cracks and straightness etc. With the help 

of this Python algorithm, the edge detection was done by Sobel, Scharr, and Prewit 

operators. An input image of the weld joint and the binder clip were converted into 

Otsu’s binary threshold image. The matrix vision camera and the CMOS sensor were 

used in the machine vision set-up to take the images. This written algorithm is helpful 

to trace the edges of any kind of solids components. The edges of the binder clips and 

the weld joint/zone were detected. The binder clips were inspected under two different 

cases namely the clip in folding condition (Case I) and the binder clip in unfolding 

condition (Case II). The results showed a defect that was identified in the weld zone 

and no bending was in the binder clips. This kind of study is useful in manufacturing 

industries for quality inspection purposes with a new machine vision set up for online 

inspection of fabricated components like nuts and bolts etc. 

 

Keywords: computer vision, Python, edge detection, algorithm, binder clip, friction 

welding, Sobel, inspection 

 

 

1. INTRODUCTION 
 

The computer vision set-up consists of a camera and 

sensor for image capturing. It gives the machines the 

sense of sight to allow them to “see” and discover the 

world through different algorithms like machine and 

deep learning [1], [2] and artificial intelligence (AI) 

techniques to offer business equipment the facility to 

see and investigate tasks in smart manufacturing. This 

influential technology has quickly initiated the 

developments in the applications in various industries 

diagonally, becoming a crucial part of technological 

developments and digital transformation. Many 

industries have adopted this technology and embraced 

a widespread range of automation applications with 

this computer vision. It assists the industry in 

increasing production efficiency through automatic 

quality control to inspect the products in manufacturing 

sectors, online monitoring systems, reducing human 

efforts and reducing safety risks [3]. The major 

application fields of machine vision are defects 

checkup in objects/jobs [4], edge detection on the 

fabricated components, barcodes and text 

interpretation to reveal the products, which is far faster 

and more precise than manual error-proofing method, 

assembly and integration, Personal Protective 

Equipment (PPE) recognition, predictive care, 

construction management, crop planting and harvest 

monitoring, automatic weeding systems, facial 

recognition technology, medical image analysis, self-
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driving cars, intelligent video analytics, 

Pharmaceutical Drugs [5], and insects finding. Edge 

detection and geometrical analysis of the object is a 

kind of image processing technique. Here, the image is 

extracted and processed. Figure 1 shows a block 

diagram of image processing techniques to study the 

data of the images in the machine vision system. 

Machine vision run by Python algorithm is one of the 

image processing techniques. Digital Image Processing 

(DIP) is the use of a computer with an algorithm to 

process digital images. Unlike traditional image 

processing, DIP helps us provide a broad range of 

algorithms to handle issues like noise and distortion 

during processing. Some of the common computer 

vision problems include image classification, object 

localization and detection, and image segmentation. 

Edge detections are the major one in improving the 

quality of data used to train the machine learning 

model. This foundational technique plays a major role 

in shaping the effectiveness and quality of the machine 

learning model. With the help of this technique, the 

object boundaries can be found, and the transitions 

between different regions encapsulate the structural 

aspect of an image being provided. Usually, raw 

images contain noise and fluctuation in pixels, Edge 

detection aids in noise reduction with relevant intensity 

or color which simplifies the image with essential 

information. Precise Object Localization (POL) is the 

use of a computer algorithm that helps the machine 

learning model to precisely outline the object contours 

which predicts the bounding boxes align closely with 

the actual object of the given image. This precision 

technique enables the ability to locate the object 

accurately and recognize an object in different scenes.  

 The novelty of this paper is to inspect and detect 

the edges of the faying surface modified friction 

welded joint and to define the edge/boundaries of a 

binder clip in different cases (Case I and Case II) with 

the Python-based edge detection algorithm with Sobel, 

Scharr, and Prewitt operators. The reason for choosing 

the dissimilar friction welded joint is to inspect its weld 

quality and the debonding analysis with the help of a 

machine vision system as this inspection is not possible 

visually in industries and the quality of the joint 

decides the strength of the welded parts. So, this study 

is needed and it provides the fundamental knowledge 

on the utilization of machine vision systems and the 

application of edge detection Python programs to the 

manufacturing industry [6]. The reason for choosing 

the binder clip as an object is to inspect its functioning 

with and without folding its pins and to check for any 

defects like bending. This study will impart knowledge 

about the online inspection in binder clip 

manufacturing industries to check the clips 

manufactured and to pick the defects-free clip and the 

binder clips with the edges that are not straight/bent can 

be rejected by the system. It was difficult to inspect 

each clip manually as these clips are manufactured 

under mass production, thus a special automated-

computerized system is needed in industries. Installing 

the edge detection-machine vision system might 

increase the production of binder clips most efficiently.  

 The relevance of this work in industries is to make 

aware of the interdisciplinary application between 

fields like computer science and 

mechanical/manufacturing engineering and to produce 

defects-free products [7] by analysing the various 

objects with different issues like machining and 

welding of materials, checking the geometry of the 

components, detection of defects etc. The input images 

are converted into different output images including 

Otsu’s binary threshold image, and the images with the 

edge/geometry of the joint and clips identified by 

Sobel, Scharr, and Prewitt operators, Python coding 

validation and the verification in which image 

segmentation and edge detection. 

 

 
 

Fig. 1. Block diagram of image processing 

 

2.1. MATERIALS AND METHODS 

 

2.1. Materials 
 

In this study, a binder clip made of spring steel (high 

yield –strength) [8] and a plastic holder were used for 

the edge detection.  It is a simple temporary fastener 

for binding sheets of paper together [9].  

 Further, AISI 304L austenitic stainless steel alloy 

and AA6063 wrought aluminium alloy were used for 

fabricating the dissimilar weld joints. The chemical 

compositions were tested by optical emission 

spectroscopy (OES) and their results are given in table 

1. In AISI304L, the letter ‘L’ stands for low carbon 

content. It contains carbon (C) of less than 0.03 %. The 

applications of these materials are plenty in our 

commercial world. AISI304L is used in industries like 

food processing, structural/construction applications, 

aerospace, medical devices, marine applications, metro 

railway etc. as its excellent properties, especially 

corrosion resistance [10]. The AA6063 alloy is used in 

making bicycles, windows and doors, automotive, 

furniture, aluminium foil, consumer containers, etc. 

because of its excellent properties and strength-to-

weight ratio.    
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Table 1. AISI304L and AA6063 composition (used for this study-friction welding) 

 

AISI 304L Alloy 

Elements C Si Mn P S Cr Ni Fe 

Weight [%] 0.023 0.38 1.43 0.034 0.009 19.15 8.09 Balance 

AA6063 Alloy 

Elements Si Mn Cu Fe Zn Mg Ti Cr Al 

Weight [%] 0.50 0.044 0.029 0.26 0.061 0.41 0.020 0.009 Balance 

2.2. Edge Detection and System Design 
 

Edge detection is a paramount first step in many 

computer vision applications. It pointedly reduces the 

amount of data required further, it sieved out 

undesirable or insignificant information. The 

discontinuity in the image illumination is called an 

edge. Edge detection is the technique used to recognize 

the regions in the image where the brightness of the 

image varies sharply. This sharp change in the intensity 

value is observed at the local minima or local maxima 

in the image histogram. The principle behind this is as 

components/objects pass through the manufacturing 

plant, the machine vision system takes several scans of 

the images from different angles to produce a 3D 

model. When these images are combined, the system 

allows to identification of the edges and gives 

significant information about an image [11]. This 

information is used in the image dispensation to detect 

the object. Edge detection involves mathematical 

methods to find points of an image in which the 

brightness of pixel intensities changes distinctly. The 

first thing is to find the gradient of the grayscale image, 

which finds the edge-like region in the ‘x’ & ‘y 

‘direction. In computer vision, the transitioning of the 

image from black to white is considered a positive 

slope which is the measure of how sensitive 

dependence exists between two variables x and y, 

whereas a transition from white to black is a negative 

slope and vice versa of a positive slope. There are a few 

issues which is similar to the false edge detection, kind 

of mistakes due to noise, missing low contrast 

boundaries etc.  

 Different types of edge detectors [12] are available 

i.e. gradient-based detectors like Sobel, Prewitt, 

Robert, and Gaussian-based detectors like Laplacian of 

Gaussian (LoG), and Canny and modified declivity 

operator (MDO). It has been shown that the MDO 

gives a better result compared with other edge detectors 

because it detects low amplitude declivities that are 

edges and combines weak edges with strong edges to 

identify the images removing noises [13]. MDO is a 

type of edge detector similar to the computer vision 

edge detection technique, it is a specialized operator. It 

is used to identify edges based on declivity like a slope 

or a gradient in an image. Since it is a hypothetical 

operator there is no such operator establishment in that 

name. If such an operator exists it would be more 

advantageous in traditional edge detection techniques.  

 In this study, the input images were processed by 

Sobel, Scharr, and Prewitt operators through the 

Python program and their output is compared.  

Edge detection could be detected by image 

acquisition and processing [14]. Figure 2 shows the 

schematic diagram of the Edge detection which shows 

the system design used in this study. The significance 

and relevance of this specific system design in the 

context of binder clip edge detection is that binder clips 

are a common object with varying sizes, shapes and 

materials which makes them challenging for accurate 

edge detection. The machine system mainly consists of 

a camera (matrix vision), and a sensor (CMOS) to 

capture the image. The captured image was now ready 

to process through the Python program.  

 In this study, Python coding was used for the 

image processing. The Python program can be assessed 

through the “Google Colab” notebook, which helps run 

the Python. The reason behind using Python as a 

programming language and Google Colab as the 

platform is because Python is simple and has a clear 

syntax which helps users in a more particular way and 

the application of Python is emerging in the 

mechanical engineering field. Since Python is more 

integrated with machine learning its libraries and 

frameworks are well-suited for image processing and 

edge detection techniques [15]. “Google Colab” is a 

notebook provided by Google. Google Colab provide a 

free platform for running Python codes this is 

particularly used for educational and research purpose. 

It helps in free cloud computing, GPU acceleration, 

pre-installed libraries, easy sharing and collaboration. 

The pre-installed libraries which are mentioned above 

in Python make it convenient to import and use this 

library for various tasks like image processing and 

edge detection. Google Colab’s GPU acceleration 

significantly speeds up the execution of edge detection 

algorithms. The captured images by the camera of the 

weld joint and binder clips are retrieved (image 

acquisition) from the system through the edge detector 

(Sobel, Scharr, and Prewitt operators) for further image 

processing. The edge detectors remove the noise and 

the background available on the images. Then it creates 

threshold segmentation with Otsu’s binary threshold 

image and then the boundaries/edges of the object are 

identified with some output images. Thus, edge 

detection helps in real-world applications like quality 

control in various sectors and manufacturing parts. 

Binder clips have irregular edges, posing challenges to 
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edge detection systems. The proposed system can 

improve the precision and accuracy of detecting edges 

in complex objects like binder clips, welding joints etc. 

This algorithmic-machine vision innovation can 

potentially introduce new concepts or improvements 

that extend beyond the specific domain of welds and 

binder clips which contribute to computer vision and 

image analysis. 

 

 
 

Fig. 2. Schematic of edge detection in this study 

 

2.3. Friction Welding 
 

Friction welding (FW) is a solid-state welding process 

that joins two materials through the generation of heat 

from friction between their surfaces [16]. This welding 

technique is commonly used in various industries for 

its advantages in producing strong and reliable welds. 

FW works on the principle (Fig. 3a, 3b) of generating 

heat through mechanical friction. Two materials to be 

joined are brought into contact under pressure, and one 

of them is rotated at a high speed. The friction between 

the two surfaces generates heat, softening the material 

at the interface, and eventually, the materials bond 

together as they cool. In general, the joining of 

dissimilar alloys is a challenging one as they have 

different elemental compositions and different material 

properties.  

 In this study, two dissimilar cylindrical rods 

(AA6063, AISI304L) were joined using the FW 

process (figures 3c, 3d) at 15 bar friction pressure, 24 

bar upset pressure, and 3 sec friction time. The faying 

surface of the AISI304L (SS) specimen was modified 

as shown in figure 2f using lathe m/c. A weld specimen 

was of size 101 mm in length and ϕ12 mm in diameter. 

Specimens (Fig. 3e, 3g) were frictionally welded 

together. Figures 3h and 3i show the images of the 

welded dissimilar joints before and after machining 

respectively. For the edge detection, a sample was cut 

(a box shown in figure 3i) using a wire EDM machine 

just 10 mm away from both sides of the weld interface 

(WI), and then the specimen was polished.   

 

3. RESULTS AND DISCUSSION  
 

3.1. Joint Analysis 
 

After welding, the formation of a sparrow’s nest-like 

flash shape (Fig. 3j) on the friction-welded specimen 

was noted without any damage. The WI was also well 

and narrow (Fig. 3i). The axial shortening was around 

13.0 mm since the total length of the welded specimen 

was 189.0 mm. Axial length reduction happened on the 

aluminium side more than that on the steel side. The 

Quantum of weld flash was great in the middle of the 

joint. As far as this method is concerned, the working 

parameters were adequate to fabricate joints and to 

cause ring-shaped flash formation.  

 

3.2. Input Images 
  

The pictures of the objects for which the 

edges/boundaries to be detected were taken with a 

machine vision camera and given as input. It is 

important to cleanse the objects before snapping 

photos. The captured input original images (Figs. 4a to 

4c) were stored in the system, and then the address 

where they were stored was given in the Python 

program (edge detection). Figures 4a and 4b show the 

original input images of the binder clips with (Case I) 

and without folding (Case II) states respectively. 

Figure 4c shows the original image of the faying 

surface modified AISI304L/AA6063 dissimilar metals 

friction weld joint. This joint was made with the help 

of a continuous drive type rotary friction welding 

machine at a constant chuck speed of 1500 rpm [18], 

[19]. The image is marked with which sides are 

responsible for which materials. The edge detection 

works quite well but sometimes it may not work 

properly due to the complex or noisy background 

which leads to false edges. This can be rectified by 

fine-tuning and advanced algorithms. The photos taken 

are to be clear and should have no noises and a 

background clear. Figure 4d is the sample of the FW 

joint after the milling process. This defective sample is 

used here for identifying its edges and also for surface 

defects detection. The V-shaped WI was found on the 

sample this is due to the tapering on the AISI304L side.  
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Fig. 3. a) FW concept used in this study [17], b) FW principle, c) Specimen design and FW method for this study 

(where d1= 12 mm, d2= 6 mm, l=101 mm), d) FW m/c, e) AISI304L specimen, f) faying surface modified 

AISI304L, g) AA6063 specimen, h) FW as-joint, i) FW welded joint after machining, j) joint like sparrow’s nest

 

3.3. Output Images 
 

3.3.1. Binder Clip Folding State (Case-I) 

 

For case, I, the binder clip of the closed pin condition 

was taken for edge detection. Figure 4a is the image 

that was given as the input to the algorithm for the 

image segmentation. The corresponding Otsu’s binary 

threshold image was obtained as the output result, 

which is given in figure 5a. Otsu’s binary threshold is 

used to separate objects from the background by the 

maximum variance between the foreground and 

background pixel intensities. It gives a clear edge 

detection from a clear binary image. The image was 

processed by various edge detectors such as Sobel, 

Scharr, and Prewitt operators and the output was 

obtained with the help of a python algorithm. The 

obtained output images of Sobel, Scharr, and Prewitt 

operators are shown in figures 5b, 5c and 5d 

respectively. From the threshold image result, a single 

steel bar is only showing and does not show its edges. 

The plastic and the steel are in the same brightness. 

However, the Sobel output shows the images of binder 

clips with clear boundaries. The waviness (irregular 

shape) on the right plastic side of the binder clip and 

the dust particle sticking on the steel part is detected 

and shown by all edge detectors. It is hoped that there 

is no limit on the object’s materials as it detects plastic 

(a) (b) 

Rotating specimen 

Axially moved 

specimen 

(d) 

(c) 

l 
l 

(e) (f) 

(g) 

(h) 

(i) 

(j) 

Weld inteface (WI) Specimen for edge detection 

AISI304L – 101mm x ϕ 12 mm 

Tapered faying surface of AISI304L  

AISI304L AA6063 

AA6063 AISI304L 

AA6063 

AISI304L 
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material also. Similarly, the Scharr and Prewitt outputs 

are shown here. It is worth noting that comparing the 

Sobel, Scharr and Prewitt outputs, the Prewitt image is 

far better compared to others as its image is clear, 

bright and accurate. Though the Sobel detection is 

accurate, it does not give bright visibility compared to 

others. The Prewitt detection is recommended for this 

detection. With the help of this study, the geometrical 

shape of the binder clip can be identified and its 

dimensions including thickness can be measured. The 

sharpness of the edges is somewhat good in Prewitt's 

output.   

 

 

  

 
 

 

Fig. 4. Input original images of samples. a) Binder clip folding case, b) Binder clip unfolding case, c) dissimilar 

friction weld joint, d) dissimilar weld sample for edge and defects detection, image taken by mobile camera. 

 

 

 
 

Fig. 5. Folding state. a) Otsu’s binary threshold image, b) Sobel output c), Scharr output (d), Prewitt output 

  

(d) Friction welded sample after milling 

AA6063  AISI304L 

V Shaped WI 
Size of sample: 55 mm x 10 mm x 10 mm  

12 mm 
6 mm 

12 mm 

12 mm 

12 mm 12 mm 

12 mm 

12 mm 12 mm 
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3.3.2. Binder Clip Unfolding State (Case-II) 

 

In case II, the binder clip pins were stretched open 

(unfolding state) like the sample in figure 4b. Figure 

4.b was given as an original image input to the 

algorithm for the edge analysis in case II. The 

algorithm was processed and provided the output 

results. The obtained output images are given in 

figures 6a to 6d. The result shows its ability to identify 

the edge clearly with different images. The 

corresponding Otsu’s binary threshold image is given 

in figure 6a. The Sobel output, Scharr and Prewitt 

output images are given here from 6b to 6d 

respectively. From the images, the Sobel operator 

performs a little bit dull compared to others and its 

accuracy is also somewhat less in identifying the very 

small particles or discontinuities in samples. For 

example, small dust particles (mark 1) found in figures 

6c and 6d are not available in figure 6b (Sobel output), 

which shows the failure of the Sobel operator in the 

accuracy test. Since mark 2 (Fig. 6d) is not straight 

with the object's placed plane, it is to be understood 

that this object is inclined with the placed plane. The 

Scharr and Prewitt operators’ outputs are almost the 

same and clear for the binder clip samples. The output 

has been aligned with the expectations and prior 

research. The sharpness of the output results (Figs. 6c 

& 6d) is somewhat good. However, all the operators 

discussed in this paper are eligible to analyse any 

complex object which may have irregular size and 

edges. As a result, edge detection shows the 

identification of the image boundaries. These have 

high potation in real-time application in various fields 

of object detection. The measurement of the binder clip 

also easily can be identified. 

 

 

 
 

Fig. 6. Unfolding state: a) Otsu’s binary threshold image; b) Sobel output; c) Scharr output; d) Prewitt output

3.3.3. Edge Detection of Friction Welding Joint 

 

Through this study, it is expressed that the Python 

program can be used for analysing the edges/ 

boundaries of the friction weld joints. The Python 

program can be used for the interdisciplinary 

application between computer science and welding 

engineering. A sample of faying surface modified 

friction welded joint with wrought aluminium and 

austenitic stainless steel was prepared with the help of 

a friction welding machine and the sample was cut into 

two halves by a wire electrical discharge machining 

(WEDM) machine. The welding face in a specimen is 

known as a faying surface. In this study, the tapered-

faying surface of AISI304L penetrated AA6063 metal. 

The WI of the shape faying surface modified is as letter 

‘V’ as in Figure 4c. The image shown in figure 4c was 

used as the original input image for the edge detection. 

The output results are given in figures 7a to 7d. The 

edges of the friction weld joint (Fig. 7c- marked as 1) 

were detected by all the edge detectors. Figure 7a is the 

threshold view of the joint, where the faying surfaces 

and the weld interfaces are seen. But, the AA6063 

portion was not seen. The reason may be that the 

AA6063 portion may be dark due to the poor capturing 

of the image. There will be some of the drawbacks 

noted through the shadow of the specimen and the 

bottom edge of the mould are also identified in all the 

output images. This is sure because of the non-parallel 

image capturing. The dissimilar metals are 

differentiated in figure 7b for ease of understanding. 

The outer circle is nothing but the Bakelite mould 

12 mm 12 mm 

12 mm 
12 mm 
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which was used to hold the specimen during the 

characterisation. Figures 7b, 7c & 7d are the Sobel, 

Scharr, and Prewitt results respectively. A weld defect 

(Fig. 7c) was detected in the weld zone of the joint by 

all the operators. This kind of application is needed for 

the industries to identify the weld defects. Here, the 

defect means the incomplete penetration between the 

metals during the welding process which may lead to 

poor strength. The Python program can be used in weld 

quality inspection.  The defect’s size, shape and 

measurement are also possible. Further, the weld joint 

edges and the weld zone boundaries are detected as 

shown in figure 7d. A light greenish shade colour is 

available in the AISI304L half of the sample, which is 

not shown on the AA6063 side. This is due to the light 

reflectivity and the brightness variation of the input 

images. Prewitt and Scharr's output images were clear 

and sharp compared to Sobel's. Similarly, the Python 

algorithm found the surface damages/defects and the 

boundary of the FW sample and its WI as shown in 

figures 7e-7h. Thus, the effect of the milling process on 

the surface roughness was noted on the machined 

samples and the performance of FW on WI.

 
 

 
 

 
 

Fig. 7. Friction weld joint sample: a, e) Otsu’s binary threshold image; b, f) Sobel output; c, g) Scharr output;  

d, h) Prewitt output (where images e-h are surface roughness identification on weld sample after milling)

(e) (f) 

(g) (h) 

AA6063 
WI boundary 

AISI304L 

Surface roughness Surface roughness 

specimen boundary 

20 mm 20 mm 

20 mm 
20 mm 

12 mm 

12 mm 

12 mm 

12 mm 
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4. CONCLUSIONS 
 

In this particular study, edge detection was focused and 

an algorithm was successfully crafted and applied to 

detect edges and defects in two distinct scenarios: a 

friction welding joint (dissimilar metals) and binder 

clips (referred to as Case I & II). The flat-faying 

surfaced AA6063 alloy was successfully joined with a 

tapered-faying surface of AISI304L alloy by the FW 

process. The accuracy of the edge detection operators 

is crucial for tasks such as data extraction and image 

segmentation in machine vision applications. The 

algorithm effectively identified the weld interface, 

weld zone boundaries, and edges of the binder clips. It 

also demonstrated the capability to detect welding 

defects near the weld zone. The algorithm produced 

threshold, Sobel, Scharr, and Prewitt outputs, which 

were then compared with the original images. This 

technology finds applicability across a broad spectrum 

of industries where quality inspection tasks such as 

defect detection, object boundary analysis, 

dimensional measurements, surface inspections, 

pattern recognition, and real-time monitoring of 

fabricated products are essential. Moreover, this 

system is versatile and can be employed with objects 

of varying sizes, shapes, and materials. Among the 

three operators evaluated in this study, Scharr and 

Prewitt stand out due to their ability to provide sharp 

results in both dark and light areas. Looking ahead, the 

future of edge detection can be characterized by 

interdisciplinary collaborations, enhanced noise 

tolerance, adaptive thresholding mechanisms, and 

integration with deep learning techniques. Future scope 

can be addressing scenarios with dimly lit images and 

improving the algorithm's performance in three-

dimensional contexts. Python-based edge detection 

represents a cutting-edge technology employed for the 

precise identification of object boundaries within 

captured images. 

 

APPENDIX 

 

Python Coding applied for the Edge Detection 

 

import numpy as np 

import cv2 

from matplotlib import pyplot as plt 

from google.colab import drive 

drive.mount('/content/drive') 

img= 

cv2.imread(r'/content/drive/MyDrive/Picture1.jpg') 

b,g,r = cv2.split(img) 

rgb_img = cv2.merge([r,g,b]) 

gray = cv2.cvtColor(img,cv2.COLOR_BGR2GRAY) 

ret, thresh = 

cv2.threshold(gray,0,255,cv2.THRESH_BINARY_INV

+cv2.THRESH_OTSU) # noise removal 

kernel = np.ones((2,2),np.uint8) 

opening = 

cv2.morphologyEx(thresh,cv2.MORPH_OPEN,kernel

, iterations = 2) 

closing = 

cv2.morphologyEx(thresh,cv2.MORPH_CLOSE,kerne

l, iterations = 2) # sure background area 

sure_bg = cv2.dilate(closing,kernel,iterations=3) # 

Finding sure foreground area 

dist_transform = 

cv2.distanceTransform(sure_bg,cv2.DIST_L2,3) # 

Threshold 

ret, sure_fg = 

cv2.threshold(dist_transform,0.1*dist_transform.max(

),255,0) # Finding unknown region 

sure_fg = np.uint8(sure_fg) 

unknown = cv2.subtract(sure_bg,sure_fg) # Marker 

labelling 

ret, markers = cv2.connectedComponents(sure_fg) 

# Add one to all labels so that sure background is not 

0, but 1 markers = markers+1 

# Now, mark the region of unknown with zero 

markers[unknown==255] = 0 

markers = cv2.watershed(img,markers) 

img[markers == -1] = [255,0,0] 

plt.subplot(211),plt.imshow(rgb_img) 

plt.title('Input Image'), plt.xticks([]), plt.yticks([]) 

plt.subplot(212),plt.imshow(thresh, 'gray') 

plt.imsave(r'thresh.png',thresh) 

plt.title("Otsu's binary threshold"), plt.xticks([]), 

plt.yticks([]) 

plt.tight_layout() 

plt.show() 

from skimage.filters import roberts, sobel, scharr, 

prewitt 

img = 

cv2.imread(r'/content/drive/MyDrive/Picture1.jpg') 

#edge_roberts=roberts(img) 

#plt.imshow(edge_roberts, cmap='gray') 

edge_sobel=sobel(img) 

edge_scharr=scharr(img) 

edge_prewitt=prewitt(img) 

fig,axes=plt.subplots(nrows=2,ncols=2, 

sharex=True, sharey=True, figsize=(8,8)) 

ax=axes.ravel() 

ax[0].imshow(img, cmap=plt.cm.gray) 

ax[0].set_title('original image') 

ax[1].imshow(edge_sobel, cmap=plt.cm.gray) 

ax[1].set_title('sobel') 

ax[2].imshow(edge_scharr, cmap=plt.cm.gray) 

ax[2].set_title('scharr') 

ax[3].imshow(edge_prewitt, cmap='gray') 

ax[3].set_title('prewitt') 

for a in ax: 

  a.axis('off') 

plt.tight_layout() 

plt.show() 

import numpy as np 

import cv2 

from matplotlib import pyplot as plt 
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img = 

cv2.imread('/content/drive/MyDrive/Picture1.jpg') 

img=cv2.cvtColor(img,cv2.COLOR_BGR2RGB) 

plt.figure(figsize=(8,8)) 

plt.imshow(img,cmap="gray") 

plt.axis('off') 

plt.title("Original Image") 

plt.show() 

gray = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 

plt.figure(figsize=(8,8)) 

plt.imshow(gray,cmap="gray") 

plt.axis('off') 

plt.title("GrayScale Image") 

plt.show() 

ret, thresh = cv2.threshold(gray, 0, 

255,cv2.THRESH_BINARY_INV 

+cv2.THRESH_OTSU) 

plt.figure(figsize=(8,8)) 

plt.imshow(thresh,cmap="gray") 

plt.axis('off') 

plt.title("Threshold Image") 

plt.show() 

#for Case II (for image 4.b): 

# SEGMENTATION 

import numpy as np 

import cv2 

from matplotlib import pyplot as plt 

img = 

cv2.imread(r'/content/drive/MyDrive/Picture2.jpg') 

b,g,r = cv2.split(img) 

rgb_img = cv2.merge([r,g,b]) 

gray = cv2.cvtColor(img,cv2.COLOR_BGR2GRAY) 

ret, thresh = 

cv2.threshold(gray,0,255,cv2.THRESH_BINARY_INV

+cv2.THRESH_OTSU) # noise removal 

kernel = np.ones((2,2),np.uint8) 

opening = 

cv2.morphologyEx(thresh,cv2.MORPH_OPEN,kernel

, iterations = 2) 

closing = 

cv2.morphologyEx(thresh,cv2.MORPH_CLOSE,kerne

l, iterations = 2) # sure background area 

sure_bg = cv2.dilate(closing,kernel,iterations=3) 

# Finding sure foreground area 

dist_transform = 

cv2.distanceTransform(sure_bg,cv2.DIST_L2,3) # 

Threshold 

ret, sure_fg = 

cv2.threshold(dist_transform,0.1*dist_transform.max(

),255,0) # Finding unknown region 

sure_fg = np.uint8(sure_fg) 

unknown = cv2.subtract(sure_bg,sure_fg) # Marker 

labelling 

ret, markers = cv2.connectedComponents(sure_fg) 

# Add one to all labels so that sure background is not 

0, but 1 markers = markers+1 

# Now, mark the region of unknown with zero 

markers[unknown==255] = 0 

markers = cv2.watershed(img,markers) 

img[markers == -1] = [255,0,0] 

plt.subplot(211),plt.imshow(rgb_img) 

plt.title('Input Image'), plt.xticks([]), plt.yticks([]) 

plt.subplot(212),plt.imshow(thresh, 'gray') 

plt.imsave(r'thresh.png',thresh) 

plt.title("Otsu's binary threshold"), plt.xticks([]), 

plt.yticks([]) 

plt.tight_layout() 

plt.show() 

from skimage.filters import roberts, sobel, scharr, 

prewitt 

img = 

cv2.imread(r'/content/drive/MyDrive/Picture2.jpg') 

#edge_roberts=roberts(img) 

#plt.imshow(edge_roberts, cmap='gray') 

edge_sobel=sobel(img) 

edge_scharr=scharr(img) 

edge_prewitt=prewitt(img) 

fig,axes=plt.subplots(nrows=2,ncols=2, 

sharex=True, sharey=True, figsize=(8,8)) 

ax=axes.ravel() 

ax[0].imshow(img, cmap=plt.cm.gray) 

ax[0].set_title('original image') 

ax[1].imshow(edge_sobel, cmap=plt.cm.gray) 

ax[1].set_title('sobel') 

ax[2].imshow(edge_scharr, cmap=plt.cm.gray) 

ax[2].set_title('scharr') 

ax[3].imshow(edge_prewitt, cmap='gray') 

ax[3].set_title('prewitt') 

for a in ax: 

  a.axis('off') 

plt.tight_layout() 

plt.show() 

import numpy as np 

import cv2 

from matplotlib import pyplot as plt 

img = 

cv2.imread('/content/drive/MyDrive/Picture2.jpg') 

img=cv2.cvtColor(img,cv2.COLOR_BGR2RGB) 

plt.figure(figsize=(8,8)) 

plt.imshow(img,cmap="gray") 

plt.axis('off') 

plt.title("Original Image") 

plt.show() 

gray = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 

plt.figure(figsize=(8,8)) 

plt.imshow(gray,cmap="gray") 

plt.axis('off') 

plt.title("GrayScale Image") 

plt.show() 

ret, thresh = cv2.threshold(gray, 0, 

255,cv2.THRESH_BINARY_INV 

+cv2.THRESH_OTSU) 

plt.figure(figsize=(8,8)) 

plt.imshow(thresh,cmap="gray") 

plt.axis('off') 

plt.title("Threshold Image") 

plt.show() 
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