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Abstract 

The purpose of this paper is to offer a comparative study on the fractal dimension (D) used to 

differentiate edges in brain images processed using first-order derivative filters (Prewitt, Roberts) 

and second-order derivative filters (Laplacian and Laplacian of Gaussian). PDw (proton density) 

and T2w (T2-weighted type) brain images of healthy patients and patients diagnosed with 

metastatic bronchogenic carcinoma (MBC) are used. Experimental results showed that second-

order derivative filters clearly separate healthy controls from diseased patients while the first-order 

derivative filters create false edges that affect the fractal dimension (D) values. The Kullback-

Leibler divergence (DKL) determines that the probability distribution of the "real" fractal 

measurements, specific to healthy patients is different from the probability distribution of the 

"arbitrary" fractal dimensions, specific to patients with MBC. The highest value to the distance 

DKL is for Prewitt filter.  The value of distance DKL is close to zero for Laplacian, LoG and 

Roberts filters.  
 

Keywords: edges, first and second-order derivative filters, fractal dimension, Kullback–Leibler 

divergence. (3-5 keywords, TNR 10 pt.)  

 
 

1. INTRODUCTION  
Edge detection is an important stage for various digital image processing techniques. It is 

largely used in medical images processing and analyzing [1,2]. Edge detection is important in locating 

discontinuities and significant transitions in gray level values associated to the pixels in the image 

[1,3]. Detection of edges in an image is performed by analyzing the pixels distribution and evaluating 

their intensities around a given, fixed pixel. Sharp variations between two neighborhood regions allow 

to a pixel to be classified as belonging to an edge [1, 5].  

Edge detection using spatial filtering has led to improved methods for content classification by 

detecting boundaries between image regions, the shapes and locations of different objects [1]. Each 

filter is characterized by its own mask or window, i.e. a specific matrix of kernel coefficients (weights) 

or specific operations and with a defined size. It convolutes the image and produces various discrete 

approximations with the final goal to emphasize edges [5]. In the resulted edge-map, the pixels 

belonging to an edge are determined by examining the relationship between certain pixels their 

neighbors [1, 5]. 

To detect edges in the cerebral tissues of brain images, the following filters were sequentially 

applied: 
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Roberts and Prewitt first-order derivative filters, who used first order approximations of the 

gradient operator;  

Laplacian and Laplacian of Gaussian second-order derivative filters, who used second order 

approximations of the gradient operator  

Prewitt and Roberts operators use the first derivative of the image function to describe the 

position of an image pixel (x, y) and the gray value A (x, y) of the pixel at coordinates (x, y) [5]. 

The Laplacian operator uses the second order derivative function to describe the position of an 

image pixel A (x, y) and the gray value of (x, y) at coordinates (x, y). It finds the true edges, and tests 

the wider areas around the pixel, but fails when the image contains corners and curves. 

The LoG operator uses the following three successive operations: filtering using a Gaussian 

filter; enhancement using a Laplacian operator (the second derivative); and, edge detection as or a zero 

crossing in the second derivative. 

The LOG filter compensates the variation of pixel intensities values occurring when different 

image sources with the same content are investigated. Additionally, LoG provides sharpened the final 

results.  

The fractal dimension of the edge maps provided by four filters correlated to the Kullback-

Leibler divergence are used to check the accuracy of the filtering process.  

The fractal geometry is based on chaos theory and was proposed by Mandelbrot [7]. It 

facilitates the understanding and description of complex biological systems that is beyond of a simply 

Euclidean geometry analysis [6]. In 1975, Benoit Mandelbrot described fractals as geometric objects 

or dynamic constructs that share a degree of similarity to the original object in a wide range of scales 

[7].  

Majumdar et al. 1988 [8] uses axial, coronal and sagittal images of the brain to compute the 

fractal dimension of the surface bounded by the grey matter. The fractal dimension was used for a 

quantitative characterization of the area bordering the grey matter and as a feature for monitoring and 

identification of anomalies and changes in the brain development. By analyzing the histogram of the 

median values of the fractal dimensions they reported a fractal dimension of 2.6 as the most frequent 

value, for a normal brain. 

Esteban et al. [9] compared T1w and T2w images of healthy patients and of different patients 

showing multiple sclerosis lesion. The fractal dimension was used to determine anomalies of the grey 

substance. The authors have shown that fractal dimension has high values for the grey matter of 

patients with multiple sclerosis, as a result of the morphological complexity of brain tissue. Higher 

fractal dimensions were obtained to patients with early stages of multiple sclerosis.  

Jayasuriya et al. [10] reported a novel approach able to identify the symmetry in the cerebral 

structures using the mid-sagittal plan, for 3D MRI images. They used concepts of fractal dimension 

and lacunarity. The proposed algorithm has some limitations because it requires a high degree of 

symmetry between brain hemispheres. For images showing severe asymmetries due to tumors or 

neurological injuries the accuracy of the mid-sagittal plan position can be biased.  

Hoyos et al. [11] analyzed T1w MR images containing primary tumors. The in vivo evolution 

of 3D tumors was analyzed based on the fractal dimension values and local roughness of the cerebral 

tissue. They have shown that as the lesion becomes more aggressive, the complexity of the host tumor 

interface complexity increases. 

In this study, the fractal dimension (D) computed in the framework of the box-counting 

method for binary images produced using first order and second order filters [12, 13]. 

To estimate the distribution of the fractal dimensions, the mean and standard deviation were 

computed. To compare two distributions, i.e. the “real” probability distribution attributed to healthy 

(H) patients and the "arbitrary" distribution attributed to patients with MBC, all images were analyzed 

using the Kullback-Leibler divergence (DKL). 
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2. METHODS 

 

2.1.  Mathematical approaches 
  a. The first-order derivative filters and the second-order derivative filters 

An image is defined by an image function A (x, y) that gives the intensity of the gray levels at pixel 

position (x, y). The gradient vector of the image function, is defined as [16]: 

 
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x y
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                                                                (1) 

 a.1. Prewitt Operator 

The Prewitt filter is used to detect vertical and horizontal directions of the edges of an image by 

locating those pixel values defined by steep gray values [15]. The Prewitt operator consists of two 3 x 

3 convolution masks, [14,16] : 
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where A is the image source and * is the 2-dimensional convolution operation     

     

 a.2. Roberts Operator 

Roberts operator consists of two 3x3 convolution masks, and estimates directional gradient along two 

image diagonals [3]: 

 

                        

0 0 0

0 1 0 ( , )

0 0 1

xG A x y

 
 

  
 
                                                                                     (4) 

 

                        

0 0 0

0 0 1 ( , )

0 1 0

yG A x y

 
 

  
 
                                                                                     (5) 

  

a.3. The Laplacian operator  

The Laplace operator is computed using the second order derivative approximations of the function A 

(x, y).  This operator is noise sensitive so it is often combined with a Gaussian filter to decrease 

sensitivity to noise [3]. 

The Laplacian filter searches the zero crossing points of the second order derivatives of the image 

function [16,17].  
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 It determines those rapid changes in adjacent pixel values that belong to an edge or to a continuous 

progression. The output image contains gray pixels of different intensity values. The zero value 
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indicates the areas of constant intensity whereas those areas showing values < 0 or > 0 are placed in 

the vicinity of an edge.  

a.4.  The Laplacian of Gaussian (LoG) operator 

combines the Laplacian and Gaussian functions to obtain a new operator LoG is h (x,y) define by [18]  
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where  

 g(x, y ) is the Gaussian kernel, f(x, y) is the image source, s is the standard deviation of a Gaussian 

distribution.  

The Gaussian operator suppresses the noise before using Laplace operator for edge detection. LoG 

detects areas in which intensity changes rapidly, namely the function’s values are positive on the 

darker side (pixel values close to zero) and negative on the brighter side (pixel values close to 255). In 

practice, a threshold value is also used to determine the zero crossing that select the most pronounced 

points of the edge (defined as the difference between the maximum positive and minimum negative 

values).  

b. The box-counting method 

The irregular or convoluted objects such as cerebral surfaces are more accurate characterized using the 

fractal geometry. In this case, the Euclidean geometry that is associated to regular shapes or surfaces is 

not a proper choice and a non-Euclidean descriptor of the morphology structure called the fractal 

dimension D is used.  An object of size D can be describe using objects that are self similar, over a 

range of scales, so that it can be divided into nD objects “n” times smaller. The box-counting method 

is a tool to determine the fractal dimension. It is an iterative method; at each step it counts the number 

of self similar elements that divide the image. 

The number of elements is denoted by N, the size of the object by r, so that, the fractal dimension D is 

defined as follows [19]: 
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                                                                              (10) 

This process continues until the smallest item contains the smallest irregularity in the image. Note that 

D is not always an integer. 

 

c. The Standard Deviation 

The standard deviation (DS) indicates how accurate the mean of the fractal dimension xi (in our case) 

is likely to be compared to the true population mean , computed for a given image [21].       
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where “n” is the number of MRI images 

 

d. The Kullback Leibler divergence  

The Kullback -Leibler divergence (DKL) or the relative entropy, is a quasi-metric which 

estimates how the "real" fractal measurements, specific to healthy patients is different from the 
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probability distribution of the "arbitrary" fractal dimensions, specific to patients with MBC [13]. DKL 

is computed as [20]  

         

 || log MBC
KL H

H

FD
D H MBC FD

FD


                                                                                (12) 

where, FDH is the "real" fractal measurements, specific to healthy patients (H) patients and the FDMC 

is the "arbitrary" fractal dimensions, specific to patients with MBC. If the metric values are close to 

zero, the two distributions are almost similar [14].  

 

2.2. Subjects, image acquisition and post-processing 

The numerical computing environment is the MATLAB R2017a software and Image 

Processing toolbox. The hardware used for experiments was a computer with the following 

specifications: CPU Inter (R) Core (TM) i7-8550U @ 1.80 GHz CPU; memory (RAM) 8 GB DDR4; 

video card GeForce MX150 4 GB; hard disk 256 GB SSD, Windows 10, 64-byte. 

The image dataset includes 60 PDw and T2w magnetic resonance images for healthy (H) 

patients and MBC patients. The images were downloaded from Harvard's Whole Brain Atlas website 

for free. 

 

2.3.   Flow chart 

The flow chart for post-processing and analysis is shown in Fig.1 

 

 

   

Fig. 1 Flow chart 

 

 

3.  RESULTS  
 

Fractal dimension values in image edge map generation for 30 PDw and T2w images for H 

patients and 30 PDw and T2w images for the MBC patients are shown in Fig. 2, for different 

filtering operations. Table 1 summarizes the results of standard deviations of the fractal dimension 
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in binary edge maps, for both patient groups. Table 2 presents the DKL values associated to fractal 

dimension in the edge maps. 

 

 

a) 

 

b) 

 

c) 



ANNALS OF “DUNAREA DE JOS” UNIVERSITY OF GALATI – FASCICLE II 

█████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████████ 

 

 

 
 

. 

40 

 

 

d) 

 

Fig.2   Fractal dimension values in image edge maps generated for PDw and T2w images:  

(a) the Roberts Filter; (b) the Prewitt Filter; (c) the Laplacian Filter; (d) the LoG Filter; 

 

An analysis of the distribution of fractal dimensions values over the analyzed images leads to 

the following observations: 

 images processed by using the Roberts and Prewitt operators (fig. 2a, 2b) show different fractal 

dimension values of the edge maps for both healthy and MBC patients, and for both image types 

(PDw and T2w). It is one exception, when the fractal dimension values of T2w image of healthy 

patients and PDw of MBC patients overlap. These two operators show a reduced effectiveness in 

separating the types of patients; 

 for images filtered with the Lapacian and LoG (fig. 2 c, 2d), the fractal dimension values 

computed for healthy patients for both types of images are lower than those computed for patients 

with MBC. A higher fractal dimension value indicates a higher dissimilarity in the cerebral tissues, 

and have proved the effectiveness in differentiation between H and MBC patients.  

 

  Table 1. Mean   standard deviation of the fractal dimension in binary edge maps 

 

Operator Roberts  Prewitt  Laplacian  Log  

PDw images-H patients 1.863  0.002 1.862  0.002 1.879  0.003 1.879  0.007 

PDw images – MBC 

patients 

1.862  0.001 1.862  0.001 1.885  0.006 1.880  0.013 

T2w images-H patients 1.862  0.001 1.868  0.002 1.879  0.003 1.879  0.007 

T2w images-MBC 

patients 

1.866  0.002 1.867  0.002 1.885  0.005 1.882  0.011 

 

The data in Table 1 indicates how accurate is the mean of fractal dimensions of the MBC 

patients compared to the mean values of the healthy patients. The standard error increases for edge 

maps obtained by using the second order derivative operators for MBC patients, i.e. the means of D 

are more spread out, and this can indicate the pathological condition of the brain.  

 

Table 2. DKL values associated to fractal dimension in the edge maps 
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Table 2 displays the DKL values computed by assigning the "real" fractal measurements, 

specific to healthy patients and "arbitrary" fractal dimensions, specific to patients with MBC. The 

highest DKL value is attributed to images processed with the Prewitt operator. At this stage, we can 

conclude that the Prewitt filter is not a good choice as an edge detector for declared purposes. As 

regards the Laplacian, LoG, and Roberts filters, the DKL values are very small. Moreover, DKL 

values are almost the same for the second-order derivative filters. This indicates a high fractal 

similarity of the edge maps provided by these operators. Correlated to the fractal dimension values in 

Table 1, the second-order derivatives filters allow for data distributions of MBC patients that differ 

significantly from the distribution specific of the H patients. 
 

 

4. CONCLUSIONS 

 
Fractal dimension measure and post edge detection results for MR images of type PD and T2w, 

provided by the first- or second-order derivative filters, allow us to conclude that the fractal dimension 

is a proper approach for a correct classification of healthy and diseased patients. This proposed 

solution can be extensively used for second-order filters which provide more feasible results. 
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