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Abstract

In this paper, we propose to study the numerical integration of Cauchy's problem (PC-in short) for a system of
differential equations of the first order by the method of successive approximations and the method of the
polygonal line, the best known in practice. For example, the methods are applied to some particular functions.
The novelty of this paper consists, mainly, in the translation of existing approximation methods into C++ code,
in order to visualize the results including the graphic image of both approximate and exact values trajectories,
for comparison.
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1. INTRODUCTION

Following the well-known theory of numerical integration for Cauchy's problem of the first
order systems of differential equations, we are going to codify some of the best-known methods of
approximating the solutions, and obtain as accurate values as possible.

Consider PC for a normal differential system [2][3]:

y' =106y, Y(%) =Y, M
where f :R"™ —>R™, m>1, is a continuous function in a domain D € R"*™, which contains the
given point [X,, Y,]. Since D is an open set, contains a neighborhood P := | xV , with

| :={XxeR;|x=x,[<a},V={yeR"|ly-y, <A}

where PC(1) is equivalent to the integral equation
X
YOO =Y+ [, fty@dtxel. )

If we note with (Ty)(X) 2nd term in (2), we arrive at a fixed point problem, Yy =Ty, to which

we can apply the principle of Picard-Banach contractions. We get thus
Theorem. (Picard) Let f € C(P) satisfying Lipschitz's condition in Y, i.e.,

|| f(Xo y)_ f (X: Z) ||S L || y—-z2 ||9V[X7 y]v[xv Z] eP.
2. APPROXIMATION METHODS: MAS AND EULER’S POLYGONAL LINE

The PC(1) admits a unique solution, Yy = Y(X)([1][2][3]) defined and continuous on the
interval (X, —K,X, +K), where K:=min(e, /M) with M :=sup{|| f(X,y)|;[X,y]€ P}, to
which the method of successive approximations (MAS-in short) converges:

Yo =Y(X), Y, =Ty, ,,Vn=>1.

Before moving on, some remarks on the assumptions of the theorem are necessary. Thus, to

fulfill Lipschitz's condition, it is enough to assume that f 'y € C(P), because, P being a relatively
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compact set, exists L :=sup{|| ', [;[X, y] € P}, and, with Lagrange formula, we have:

1T y) = TGy IS supdll £/,06 Y = V) B[ Y€ PY< LY, =Y, |-

Changing X with Y, that is, looking for form solutions like X = X(Y), we can ask for a

Lipschitz condition in X with the same effect. Moreover, we can establish the existence (sometimes
uniqueness) without f fulfilling a Lipschitz condition in one of the arguments. Still, it is necessary to
ask f for more than simple continuity (see Peano's theorem).

Finally, the interval of existence and uniqueness, (X, —K, X, +K), is not a maximal interval,
MAS being able to converge on larger intervals as it is revealed from
Example 1. PC: y'=1+Yy? y(0)=0 has the solution y=tgx and it can be shown that MAS

converges for | X|<Z. However, from the theorem we have: | f(X,y)[:=|1+ Y’ [<1+ > =M so

that Kk =%’ which has a maximum, K, =+

for f=1. Thus, the theorem guarantees the
convergence of MAS only for | X|<1. In practice, MAS is used only in extreme cases because its
numerical realization requires the calculation of integrals, and its convergence is generally slow.
Example 2. PC: y' +y=2e",y(0) =1 has also solution. Integrated as a linear PC of the order |
we get the solution Yy =e€*. We apply MAS with the initial approximation Y,(X) =1 and show that
limY, (X) = y(X) , in which Y, (X) is the explicit solution obtained at step N >1.

We are lead to:

X X X n X
Y, =1+j0 (2! =Y, (t))dt =2e —1—[0 Y (t)ydt = 2e* ‘Z:oﬁ’ n=2p-1.

It results: limY,, =e* = y(x), uniform on ®..
To establish the existence and uniqueness of the solution on an interval
[a,b]c R, which contains X,, the MAS theory is completed by Euler's polygonal line method,

which constructs a function Y (X) uniformly approximating the exact solution([2][3]).

It is considered an equidistant division of the interval J(=[X,,b]) on right of X,, i.e.,
X, ==X, +ih, 0<i<n, with h>0 small enough; (for the interval H to the left of X, it is
recommended the variable change X=-t and the similar procedure). Note with Yy:=Yy(X), the
values of the exact solution Y(X) in the nodes X;, and with Y; the values of an approximate solution

calculated in these nodes. Approximating the derivative with the incremental ratio we have

y'(x)~ y(”hz‘ Y _ £ (x, y(x0)

and it is led to define the iteration: Y, := Y,,Y;,, :=Y; + hf (x,Y;),0<i<n-1, (3)

which gives us the values of the approximate solution Y (X) in the nodes X; .

In the other points X # X; it is defined the approximate solution Y (X) as a linear function that

joins the points [X,Y;] si [X,,,Y,,, ], meaning:

X_Xi (Yi+1_Yi)EYi+¥(X_Xi):xe[xi>xi+l]' (4)

Y(X)=Y,+
i1 N
Let € >0 chosen small enough to have

B, :={[x,y]eR"™;|ly—y(X) < &} = D.
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Assuming there is a solution Y(X) if is proven that || Y(X) =Y (X)||< &, VX € J, it results the
the existence of Y (X), which was shown in the previous construction, which implies the existence of
the exact solution on J .

Let L:=sup{| f' (X,y)[;[X,y]€B, and 6 >0 so that:

%(e“’wL ~D<e. ()

Because the function @(X):= f (X, y(X)) is uniformly continuous on J, there exists 7(J) >0 such
that X',X" € J,and | X'—X"|<n determine || @(X')—@(X")||< & . The next sentence is also known in

the specialty literature:
“If h<n,then [x,Y;]eB,, 0<i<nand | y(X)-Y(X)|<¢&, Vxel”

For the proof, the procedure is the induction on i>0. We start with i =0. It results [X,,Y,] € B,
because Y, := Y, = Y(X,). Assuming that [X,,Y,],....[X,,Y;]€ B, and X, <b, for compare Y, , with

Y. ., it can be calculated the difference

Yin Y :J.

X

MUt y()dt = hf (X, y)+ T,

with:

Il [ y®) = £ s,y de<oh.

So: Yy, = Vi, =Y, VY, +h[f(x,Y,)— f(X,Y;)]—r and, with the Lagrange formula, we are led to:

|| Yi+1

=Y 1KY = Yi 101 E O SO -1V Vi [+ 16 ll< A+ DL 1Y =y || +6h.

(1+hL)™ -1

By repeated applications: || Y ™

n+1

~ Yo I A+hD)™ 1Y, =y, [[+5h (1+hL) < h
i=0

Taking into account that €™ >1+hL and X, =X, +(N+1)h<b,so (n+1) < IFTX”, it results:

(1+hL)™! <7t
Consequently:

1Y,

n+1

- yn+1 ||S %(e(b_XO)L _1) <é,

which involves [X,,,,Y, ., ] € B, . It was thus shown that for any X, <b we have ||Y(X)-y(X)||<¢€,

n+1°

VX e J, knowing that Y and Yy are uniformly continuous functions on J .

3. CODIFICATION OF EULER’S METHOD

We will present next, a codification for the application of Euler's method, previously
explained. Applying Euler's method on the interval [0,1] , or or any interval included in it, we can

approximate the solution of the PCs y' +y=2e*,y(0) =1. Being integrable by quadratics, PC has

the exact solution for the equation: Y(X):=e* — x> —2x—2.
For the application of Euler's method and codification of it on the interval J=[0;0,5], for
example, it is noted : (X, y):=X"+y, f =1

The calculation code for the concrete example is made in C++ language, having two
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subroutines. The two subordinates are: f(a,b), which calculates the expression: a?+b, and y(x), which
calculates the values of the expression e*-x*-2x-2.
The precision is noted: e=10, and the initial conditions of the variables are: X[0]=0,Y[0]=1.
The framing interval is [0;0,5] with b=0,05 and n = 48. The maximum value of the derivative in
relation to y is calculated: L=1. For h=10", according to the theory, §=(e*L)/e®*%"1)-0,0001, so: |
d|< e=0,0001.
The source code based on the previous theoretical considerations:
include<iostream.h>
#include<math.h>
#include<iomanip.h>
#include<graphics.h>
#include<dos.h>
#include<conio.h>
long double h,X[100],Y[100];int n=48, i;
long double f(float a,float b) {return a*a+b;}
long double y(float x) {return(exp(x)-pow(x,2)-2*x-2);}
void main()
{elrscr();
float aux=1,b=0.05; float L=1;X[0]=0;Y[0]=1;
long double e=pow(10,-4),z,h,delta=(e*L)/(exp((b-X][0])*L)-1)-0.001;
float x=0;z=aux+delta; float pas=pow(10,-3);
do{aux=z;x+=pas;z=f(x,y(x));}
while(abs(z-aux)>=delta);
h=pas;
cout<<'"'n="'<<n<<' '<<"h"<<' '<<h<<endl;
for(i=1;i<=n;it++)X]i]=X][i-1]th;
for(i=1;i<=n;i++) Y[i]=Y[i-1]+h*f(X[i-1],Y[i-1]);
cout<<" XJi] YI[i] yX[i]) Y][it1]"<<endl;
int j=1;for(int i=1;i<=n;i++){j++;if(j %6 24==0) delay(5000);
cout<<setw(5)<<X[i]<<setw(10)<<Y[i]<<setw(10)<<(-y(X[i]))<<setw(10)<<Y[i+1]<<endl; }}

In the penultimate iteration, the results will coincide to the first four decimal places after the
comma, so up to the 5th, exclusively, as in figure 1. The difference ¢ in value between Y[i] and
y(X[i]), so between columns 2 and 3, is: 1.049182-1.049133=0.000049, approximately 0.00005 which
verifies the relationship established by calculation for agreed numerical data 0.0001: 0.00005<0.0001.

Assigning numerical values for & and O it could determine h (or any other
combination), so that the approximate solution has a prescribed precision.

A better precision can be obtained if we use at each step more values of the function in the so-
called prediction-correction method. The method consists of a prediction stage when we use Euler's
method:

X, =X%+h2Z, =Y +hf(x,Y),
to obtain a first approximation for the value of the solution Yy in the X, +h point, which is then
corrected in the following sense:

Yi+1 ::Yi +h f(Xi’Yi)-; f(Xi,Zi)‘

The source code will be completed with the following sequence:
for(i=1;i<=n-1;i++){

X[i+1]=X[i]+h; Z[i+1]=Y[i] +h*f(X[i], Y[i]);
Y[i+1]=Y[i]+h*(f(X[i], Y [iD+H(X[T]L,Z[i]))/25}

cout<<" XJi] YI[i] fXIil,Y[]) fXIil,Z[i]) Yl[i+1] Z[i+1]"<<endl;
j=1;for(i=1;i<=n;i++){j++;if(j %24==0) delay(5000);
cout<<setw(5)<<XJi]<<setw(10)<<Y[i]<<setw(10)<<f(X[i], Y[i])<<
setw(10)<<f(X[i],Z[i])<<setw(10)<<Y[i+1]|<<setw(10)<<Y[i+1]<<endl; }
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4. RESULTS AND DISCUSSION

The vector Y[i] is displayed, with 48 components, approximate values in the 2nd column, and
also 48 values, but "exact", calculated in the vector y(X[i]).(see Table 1)

Table 1. The listed values of the approximate and exact solutions, using the polygonal line method
(written in two columns )
T ——TT P.0923 1.823259 1.023262 1.824282

®Iil YIil y(RIily Yri+«1]1@.824 1.824282 1.824286 1.8253@87
A_AEl 1.861 1.A81 1.082801 A.@25 1.825387 1.62531 1.626333
A.AA2 1.6A62601 1.8628682 1.803683 A.026 1.826333 1.0826335 1.82736
A.AA3 1.600360603 1.6003864 1.604006 A.@27 1.82736 1.0827361 1.028388
A.AG4 1.6804006 1.804868 1.06581 A.@28 1.828388 41.028388 1.829447
A.BA5  1.8685681 1.8685812 1.86066815 A.@29 1.829417 1.82%9416 1.038448
H.8686 1.68066815 1.806818 1.8076821 #.83 1.8308448 1.830445 1.831477
A_AA7 1.6867621 1.6807824 1.608GA28 A.@31 1.6831479 1.@31475 1.832511
A_AA8 1.@A@8028 1.A@8A32 1.809036 H.@32 1.832511 1.@32586 1.833545
A.8A7 1.68896836 1.8607684 1.818845 A.@33 1.833545 1.@33538 1.83458
A.61 1.616845% 1.01865 1.811@5%6 A.A34 1.@3458 1.034571 1.035615
A @11 1.6811@856 1.6011686 1.812067 H.6835 1.835615 1.6835685 1.036652
A 812 1.812867 1.812872 1.813879 H.@36 1.836652 1.@3664 1.83769
H.813 1.81368779 1.813884 1.8146892 A.@37 1.@376%9 1.@376%76 1.0838729
A_A14 1.6814@92 1.@814898 1.8151686 A.A38 1.@38729 1.@38713 1.039769
A_A15 1.815186 1.815112 1.816122 B.837 1.837276% 1.037701 1.048811
A @16 1.816122 1.816127 1.817138 A.84 1.8483811 1.84878%2 1.841853
A @17 1.6817138 1.817144 1.818156 A.A41 1.@41853 1.041829%9 1.04289%7
A_ @18 1.@818156 1.@18161 1.819174 A.@42 1.842897 1.84287 1.843%41
A.819 1.819174 1.819172 1.8208194 A.A43 1.843941 1.843911 1.844987
8.62 1.820194 1.828192 1.821214 H.844 1.844987 1.844954 1.846834
A.A21 1.821214 1.821219 1.822236 A.A45 1.B46834 1.845997 1 .@47882
A.W22 1.822236 1.82224 1.823259 A.A46  1.047082 1.047042 1.048131

1.848 1.847182 1.849133 a

e Lt b b i
e e o e o B B B B R L b e

exact values: yi{XL[il)

approxinate wvalues: YI[il

Fig. 1 Graphical representation of the exact and approximate PCs solutions

After applying the prediction-correction method, the accuracy increases visibly. In the 3rd and
4th columns are listed the 48 values of the vector f(X[i], Y[i]) and respectively of the vector f(X[i],
Z|[1]), the identical values starting with the 3rd component. Also, due to this addition, the components
of the vector Y[i+1] and respectively their approximations, components of the vector Z[i+1], are
identical after the first iteration. So, applying this method to the previous example, we obtain
acceptable results, meaning that, in this case, the values in columns 3 and 4 coincide up to the 6th
decimal, as do those in the columns 5 and 6 (Table 2).
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Table 2. The listed values of the approximate and exact solutions, using the prediction-correction
method (written in two columns )

wlil ¥Lil FCROil ¥YLild ECRLil Z04i1> YLi+ll Zli+11]
-8A1 1.881 1.8681881 1e—86 1.881581 1.86815681
1.881581 1.68681584 1. 1.882582 1.882582
1.882582 1.86825%11 1. 1.8835%8% 1.88358%
1.8683585 1.8683521 1. 1.8684588 1.8684588
1.8684588 1.86845%33 1. 1.8685513 1.8685513
1.885513 1.8685549 1. 1.886518 1.8686518
1.6886518 1.6886567 1. 1.887525 1.887525
1.8875%25 1.86875%89 1. 1.8885%33 1.8688533
1.8688533 1.8608614 1. 1.869541 1.889541
1.8689541 1.8607641 1. 1.8168551 1.8168551
1.818551 1.818672 1. 1.811561 1.811561
1.811561 1.6811785 1. 1.812573 1.812573
1.8125%73 1.812742 1. 1.8135%86 1.813586
1.813586 1.813782 1. 1.8146 1.8146
1.8146 1.814825% 1. 1.815615% 1.815615%
1.815615 1.815871 1. 1.81663 1.81663
1.81663 1.816917 1. 1.817647 1.817647
1.817647 1.817971 1. 1.818665 1.818665%
1.818665 1.8196826 1. 1.817684 1.819684
1.817684 1.828884 1. 1.820784 1.8260784
1.828704 1.821145% 1. 1.821726 1.821726
1.821726 1.82221 1.6822748 1.022748
[.023 1.822748 1.823277 1.823277 1.82371 1.82371
[.824 1.823771 1.024347 1.024347 1.824795 1.824795
f.825 1.824795 1.62542 1.62542 1.825821 1.825821
f.826 1.825821 1.8264797 1.8264797 1.826847 1.82684
f.827 1.826847 1.827576 1.827576 1.827875 1.827875
A.028 1.827875 1.828659 1.828659 1.828984 1.828%98
A.829 1.828%64 1.829744 1.829744 1.829933 1.829933
B.A3 1.@829733 1.A38833 1.A38833 1.838%64 1.838%6
[A.A31 1.838%64 1.A31925 1.A31925 1.831996 1.831996
[A.A32 1.A3199% 1.A3382 1.A3382 1.A33829 1.033829
[.A33 1.833829 1.A34118 1.A34118 1.834863 1.834863
[.A34 1.A34863 1.A35219 1.A35219 1.835898 1.835898
f.835 1.835898 1.836323 1.836323 1.836135 1.836135
f.836 1.836135 1.837431 1.837431 1.837172 1.837172
f.837 1.837172 1.83854 1.83854 1.838211 1.838211
fA.A38 1.838211 1.839655 1.839655 1.83925 1.83925
A.A37? 1.63925 1.A48771 1.A48771 1.848291 1.848291
A.A4 1.A48291 1.A418%1 1.A418%1 1.841333 1.841333
[A.A41 1.A41333 1.A43014 1.A43014 1.842376 1.842376
[A.042 1.8423% 1.84414 1.84414 1.84342 1.84342
[A.043 1.64342 1.045%269 1.045%269 1.844465 1.844465
[.044 1.044465 1.846481 1.846481 1.845512 1.845512
[A.A45 1.A45512 1.A475%37 1.A475%37 1.84655% 1.846559
f.046 1.846559 1.8486%75 1.8486%75 1.8476608 1.847608

5. CONCLUSIONS

Departing from the existing theory, we have applied MAS and EULER’S methods in order to
numerical solving a system of differential equations, the last method being perfected through the
prediction-correction process. We have completed the presentation with the C++ code that allowed
listing the sets of exact and approximate values of the solutions, as well as graphic visualization. The
theory codification is the particular novelty of the paper. The article refers only to a narrow section of
the methods for numerical solutions of the differential systems, namely, the successive approximations
and the polygonal line method which are the most used for the first-order equations.
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