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Abstract

Recently, the scientific community has focused on developing convolutional neural network (CNN) algorithms
to enhance the ability of medical tools to diagnose breast cancer. This study aims to evaluate a powerful new
deep learning technique based on Vision Transformers (ViT), which involves pre-processing images by dividing
them into patches, and a custom-built CNN. The performance of both CNNs were tested using the following
class combinations: healthy/benign, healthy/malignant, benign/ malignant, and healthy/benign/malignant. The
images utilized in the classification process were sourced from the BUS-BRA dataset available on Kaggle. We
observed that ViT demonstrated improved performance when the benign class was included in the classification.
Although the obtained accuracy is modest, it is noteworthy that in this relatively unexplored field, the
classification accuracy between benign and malignant classes was 78%, and 75% for the benign class and
healthy patients when the ViT was used.
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1. INTRODUCTION

The latest statistics indicate that in 2025, approximately 316,950 women in the United States
will be diagnosed with invasive breast cancer (www.breastcancer.org). In Europe, data suggest that
from 1989 to 2025, nearly 6.8 million cancer deaths will be prevented in the EU, including over
373,000 deaths from breast cancer [1]. An estimate for the year 2050, based on global population
forecasts conducted by Fu et al. [2], projects that Asia will have around 1.4 million new cases of BC
and 0.5 million deaths.

Recently, researchers have developed new techniques for the early detection and monitoring
of breast cancer (BC). Apart from the clinical ways, the artificial intelligence (Al) algorithms help the
classical methods in prediction or classification of BC cancer. These algorithms are trained on features
extracted from images of images. Al algorithms trained on images are represented by convolutional
neural networks (CNN) [3, 4], graph convolutional networks [5], hybrid learning machines, and CNN
techniques [6].

A special category of deep learning algorithms is vision transformers (ViT) [7-11]. For BC
studies, the ViT is used for classifying the digital breast tomosynthesis [7], breast cancer
histopathology [8, 9], or ultrasound (US) images [10, 11]. These advanced Al techniques have shown
promising results in improving diagnostic accuracy and aiding in the early detection of breast cancer.
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Features were extracted from images and their classification was subsequently made up with
ensemble and machine learning algorithms. Thus, the analyzed features were extracted from regions of
interest [12, 13] or the whole image [14]. A complete analysis and justification of classification
involved applying the explainable artificial intelligence (XAI) method, as proposed in a recent study
by Moldovanu et al. [13].

This paper involves the classification of breast US images with vision transformers. The ViT
entails patching of image classification tasks; it is a new method, unexplored for all types of images
and diseases [15]. A vision transformer is a specialized transformer designed for computer vision
tasks. It works by breaking down an input image into a series of patches. A single matrix
multiplication serializes each patch into a vector, reducing it to a smaller dimension [15, 16]. The ViT
was applied to breast US images acquired from healthy patients and those diagnosed with malignant
and benign cancer. All classified images belong to the BUS-BRA database [17]. It is publicly
available, and images are anonymized. The BUS-BRA database serves as a valuable resource for
research in medical imaging, enabling the development of advanced algorithms in breast ultrasound
interpretation. By leveraging the capabilities of the Vision Transformer, this research aims to improve
diagnostic accuracy and facilitate early detection of breast cancer.

The main objective was to utilize patches from an image and a deep learning algorithm to
extract new features and integrate them in a classification process, to achieve the highest classification
accuracy for distinguishing between images containing benign, malignant breast cancer and healthy
patients. To achieve the proposed objective, a ViT deep learning algorithm was proposed; its
architecture was explored to streamline the calcification process. The proposed architecture leveraged
attention mechanisms to focus on critical features within the image patches, enhancing the ability of
the model to differentiate between benign and malignant cases. Additionally, extensive training on a
diverse dataset ensured that the model could generalize well to unseen images, ultimately improving
diagnostic accuracy in clinical settings.

The current paper is organized into four sections. Section 2 provides a comprehensive
description of materials and methods. Section 3 is dedicated to the results and discussions, and
prospects in this field of research. Section 4 presents the conclusions of the proposed work.

2. MATERIAL AND METHODS

2.1. Hardware and software

The architecture of personal computer used in experimental process was an Apple M1 Pro, 16
GB unified RAM, Chip Apple, and 20-Core GPU.

The Python software environment, version 3.12.8 was utilized, along with the following
libraries and their respective versions: Keras (3.8.0), Numpy (2.0.2), seaborn (0.13.2), Sklearn (1.6.1),
Matplotlib (3.10.0).

The Google Collaboratory was used as a hosted Jupyter Notebook service, and the images in
Google Drive were stored, as runtime type a L4 GPU was used.

2.2. Image Dataset

The BUS-BRA Dataset is a public collection of anonymized breast ultrasound images from
1,064 patients; it is accessible at the link https://www.kaggle.com/datasets/orvile/bus-bra-a-breast-
ultrasound-dataset, last accessed 2025 May. It includes biopsy-proven tumor cases and annotations
from the BI-RADS (Breast Imaging Reporting and Data System) across categories 2, 3, 4, and 5.
Three classes are included; the number of images is between brackets: healthy (133), benign (437),
and malignant (210). The dataset was split into 75% for the training set and 35% for the testing set.
The augmentation process consists of access to the horizontal random flip method, random rotation
with an angle of 0.02, and random zoom with a height factor of 0.2 and a width factor of 0.2.

2.3. Vision transformers and hyperparameters

The use of Vision Transformers (ViT) has been reported for tumor detection and
classification. In this study, we propose the augmentation of images and patches, flattening of each
patch, and creating multiple layers of the transformer block as normalization and multi-head attention.
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Also, a layer is occupied by a multilayer perceptron (MLP), which is a feedforward neural network
(FFNN) used to fully connect neurons with nonlinear activation functions. The following layers of
ViT consist of a layer normalization with a variance of 1, flatten, and dropout. The output of
enumerated layers is processed by MLP, and for classification, the dense layer builds deep learning
models. As an optimizer, AdamW is used as a stochastic gradient descent method that incorporates
adaptive estimation of first-order and second-order moments, along with a technique for weight decay.
Several hyperparameters influence the performance of ViT. One critical factor is the patch size, which
determines the resolution of the image patches that are input into the transformer. Smaller patches can
offer more detailed information, but they also increase computational complexity. Conversely, larger
patches may simplify the computation but can result in the loss of fine-grained details. This study
analyzes the effects of using patch sizes of 6 x 6 and image sizes of 72 x 72, with 144 patches per
image. The performance of ViT is given by 108 elements per patch and 20 epochs.
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Fig. 1. Pre-processed US images (al) Benign US image; (a2) Benign US image patches per image;
(b1) Malignant US image; (b2) Malignant US image patches per image.

2.4 Custom-built CNN

In this study, a custom-built model was developed, which is an efficient model to demonstrate
how a CNN-based method can classify breast cancer in ultrasound images. The experiment was
conducted using a custom 5-layer CNN model. Figure 2 shows the custom CNN model, with the

parameters on each layer.
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Fig. 2. Proposed custom-built CNN model.
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2.5. Performance evaluation

Label-based evaluation treats each label independently, effectively transforming a multi-label
classifier into a binary classifier for each specific label. This approach results in four possible
prediction outcomes: true positive (TP), false positive (FP), true negative (TN), and false negative
(FN). The definitions of accuracy, precision, recall, and Fl-score are as follows: ACC =
(TP+TN)/(TP+TN+FP+FN), Precision = TP/(TP+FP), Recall = TP/(TP+FN), Fl-score =
(2*precision*recall)/(precision+recall).

3. RESULTS AND DISCUSSIONS

All models are trained having as inputs the classes Malignant/Benign, Healthy/Benign,
Healthy/Malignant, and Healthy/Benign/Malignant. The effectiveness of the ViT models in solving
the two-class and multiple-class problems with the BUS-BRA Dataset (see Section 2.2) was measured
using standard performance metrics.

To validate the results, the accuracy, F1-score, recall, and precision are displayed and stored in
Table 1 for ViT and Table 2 for custom-built CNN. The confusion matrices for each model are shown
in Figures 3 and 4 for the same neural networks. In addition to assessing accuracy, we utilize the
gradient class activation AdamW to better understand the reasoning process of our model in
classifying breast US images.

Table 1. Values of precision, recall, F1-score for the ViT custom-built CNN and healthy, benign and
malignant classes

Classes Accuracy precision recall Fl-score
Malignant/ 0.78 0.76 0.96 0.85

Benign

Healthy/ 0.75 0.79 0.93 0.85

Benign

Healthy/ 0.62 0.61 0.93 0.74
Malignant

Healthy/

Benign/ 0.61 0.65 0.77 0.71
Malignant

Table 2. Values of precision, recall, F1-score for the custom-built CNN and healthy, benign and
malignant classes

Classes Accuracy precision recall F1-score
Malignant/ 0.62 0.66 0.89 0.76
Benign
Healthy/ 0.68 0.78 0.82 0.80
Benign
Healthy/
Malignant 0.62 0.65 0.86 0.74
Healthy/
Benign/ 0.55 0.60 0.89 0.72
Malignant
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Fig. 3. Confusion matrices obtained for ViT; (a) Benign/Malignant, (b) Healthy/Benign, (c)
Healthy/Malignant; (d) Healthy/Benign/Malignant
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Fig. 4. Confusion matrices obtained for custom-built CNN, (a) Benign/Malignant, (b)
Healthy/Benign, (c) Healthy/Malignant, (d) Healthy/Benign/Malignant

The ViT model mentioned was able to classify, in terms of accuracy, 78% of the breast US
images correctly for classes Malignant/Benign, and the performance decreased to 75% for
Healthy/Benign. The performance decreased very much for classes Healthy/Malignant and
Healthy/Benign/Malignant. When the accuracy is higher, the benign class is implied in the
classification process. For all classes, the recall metric examines the number of false negatives
included in the prediction mix; it is negatively affected whenever false negative samples are identified.
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A custom-built CNN with five convolutional layers yields low classification accuracy across
all class combinations, indicating that the ViT is a suitable solution for this type of image and the
studied pathologies. The results extracted with this CNN are incomparable to those obtained with the
ViT. The superior performance of the ViT can be attributed to its ability to capture complex patterns
and relationships within the image data more effectively than traditional convolutional networks. As a
result, implementing the ViT enhances classification accuracy and provides deeper insights into the
underlying features associated with the studied pathologies.

Throughout our research, we have encountered several intriguing findings that warrant further
exploration and development. First, we note that the performance of ViT models trained on US images
showed minimal improvement for disease classes benign and malignant. This result implies that the
patches obtained from images contain important information used in the classification process.

In most of the previous work, the US images were classified with custom-built CNNs or pre-
trained CNNs [3-6]. With reference to the US breast classification, the focus was on classifying
healthy, benign, and malignant images; the ViT [7-11] was not applied to this image type.

4. CONCLUSIONS

First, while CNN shows strong generalisation, it also has significant data requirements. The
necessity for extensive datasets poses challenges in the medical imaging field due to privacy concerns
and the specialized nature of the images. However, increased network complexity leads to more
parameters and greater computational demands, which significantly slows training speed and raises
hardware requirements. To effectively implement these algorithms in clinical practice, future studies
should concentrate on developing more efficient and lightweight networks.

One limitation is the small number of images from the BUS-BRA dataset used for training and
testing, and the second is the large time consumption. This limitation highlights the need for more
extensive datasets to improve the robustness of model training. Additionally, optimizing algorithms
for faster processing without compromising accuracy will be crucial in enhancing the practicality of
these solutions in real-world clinical settings.
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